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Abstract

The size and complexity of chemical kinetic models used to simulate combustion of hydrocarbon fuels continue to increase with
our improved understanding of the underlying physical mechanisms, along with the improved ability to utilize such models as the
result of increased computational power and efficiency. As mechanisms grow beyond thousands of species and tens of thousands of
reactions, it becomes increasingly difficult to manually check for errors and physical inconsistencies. We present several automated
methods to check for such issues in the specification of chemical reaction models. First, we demonstrate how discontinuities in
thermodynamic data can cause simulation difficulties manifested as long wall-clock times and convergence failures. To correct
this type of problem, we describe an automated method for refitting thermodynamic parameters. We also outline several methods
to check the timescales of reaction rate coefficients to ensure physical consistency. All the methods are made available through
a web-based tool (https://combustiontools.llnl.gov) intended to aid mechanism developers and users to improve the accuracy and
performance of fuel models used by the combustion community.
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1. Introduction

There has been a marked increase in the use of more de-
tailed physical models in reactive flow simulations, specifically
more detailed combustion models and turbulence models [1, 2].
These additions are made possible due to widespread access
to high performance computing resources and improved algo-
rithms [3]. Detailed reaction mechanisms for the oxidation of
large hydrocarbon fuels yield more accurate predictions of ig-
nition and emissions phenomena [4]. While the most detailed
reaction models now exceed thousands of species and tens of
thousands of reactions [5, 6], even those with a few hundred
species can have over ten thousand individual model parame-
ters in the thermodynamic and reaction rate coefficient defini-
tions. As such, it is nearly impossible to manually inspect the
model specifications for typos or systematic errors. The con-
sequences of reaction model errors have been highlighted in a
recent paper [7], in which the authors surveyed twenty mecha-
nisms in five consecutive issues of Combustion and Flame and
found that 75% of the mechanisms contained reaction coeffi-
cients in excess of binary collision limits. The authors included
a recommendation that all mechanisms should be checked for
such violations and a corresponding report should be included
with submissions for publication. The method outlined in [7]
has been implemented by Yalamanchi et al. [8] in a web-based
tool to check bimolecular reaction rate coefficients. Yalamanchi
et al. [8] also present a procedure to use computational singular
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perturbation to identify ultrafast time scales in chemical mecha-
nisms. In another recent publication [9], an automated tool was
used to compare reaction rate coefficients and thermochemistry
for butanol across 74 published chemical mechanisms, and sig-
nificant differences were found. The same study also showed
how reaction rate coefficients can mutate as they are tuned for
specific targets.

This paper outlines a set of tools developed to address errors
and numerical challenges in chemical mechanisms that have
been identified by other authors. Additionally, this work ad-
dresses some issues that have not been reported before, but that
have been identified as common problems in published mod-
els. All the tools have been incorporated into a web application
(https://combustiontools.llnl.gov) to aid the commu-
nity in identifying errors in their chemical mechanisms and the
associated thermodynamic files. Cloud computing is a promis-
ing technology to help researchers share the tools they have de-
veloped to improve the quality of chemical mechanisms and aid
in collaboration [10, 11]. Cloud computing has several benefits:
it allows utilization of a consistent database maintained by a
single administrator, new users can quickly start using tools and
submitting data without having to install software, and a single
developer can push updates that add features and improve per-
formance for all users.

There are two general types of problems that our tools ad-
dress, issues in the specification of thermodynamic properties,
and issues in the specification of reactions and rate coefficients.
Thermodynamic property data are required for evaluating chem-
ical system state and equilibrium reverse reaction rate coeffi-
cients [12]. We discuss common problems with thermodynamic
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property specification and our automated solutions in Section 2.
In Section 3 we discuss issues that arise in the specification of
chemical reactions and reaction rate coefficients and our tools
to help identify and correct such problems.

2. Thermochemistry Error Identification and Correction

The calculation of thermodynamic properties is a key com-
ponent in simulating chemical systems and determining how
accurately a model describes the real system [6, 12, 13]. Ther-
modynamic properties are used to determine the state of the
system and in the calculation of certain reverse reaction rate
coefficients from equilibrium. They can also impact the numer-
ical methods used in simulations, where functional issues such
as discontinuities in the temperature dependence can impact the
CPU/wall-time it takes to reach a solution. In zero-dimensional
reactor simulations, the time integration method may reduce the
time-step by several orders of magnitude in an attempt to re-
solve the discontinuity, leading to an unnecessary increase in
the computational cost. In some cases, the time step reduction
results in convergence errors leading to solution failure or er-
roneous results. The effect of thermochemical discontinuities
on the ODE time step during simulations of a constant volume
homogeneous zero-dimension ignition delay calculation using
the Zero-RK solver [3] are shown in Fig. 1. Here stoichiomet-
ric auto-ignition of a toluene reference fuel (TRF) is simulated
with initial temperature and pressure of 800 K and 25 bar, re-
spectively. Fuel composition was set as 38.7 volume % iso-
octane, 20.1 volume % n-heptane, and 41.3 volume % toluene
to match a RON of 91.5 and sensitivity of 7.5 based on [14], and
a 137 species reaction model [15] was used. As the temperature
approaches a discontinuity in the thermodynamic functions at
1000 K the solver drastically reduces the time step from around
10−6s to 10−11s. Also shown is a simulation run with the dis-
continuities removed (labeled Refit) where no time step reduc-
tion is necessary. The refit thermodynamic data leads to a 10%
reduction in simulation wall-clock time with less than 0.053%
change in the computed ignition delay. The impact of a given
discontinuity in the thermodynamic functions and resultant im-
provement on simulation wall-clock time will depend on the
size of the discontinuity, the specific species, and the chemistry
solver used. The approach used to remove the discontinuous
thermodynamic properties is described in the following subsec-
tion. Boettcher et al. [16] and Cuoci et al. [17] outline two
slightly different methods of automatically correcting thermo-
dynamic functions.

2.1. Thermodynamic Properties

Combustion models often calculate thermodynamic prop-
erties based on empirical polynomial equations pioneered by
researchers at NASA [18]. Use of these equations assumes the
species are always in thermodynamic equilibrium and therefore
only a function of temperature. To improve the empirical fit,
two temperature ranges defined by three temperatures (Tlow to
Tmid and Tmid to Thigh) are used. Typical values for Tlow, Tmid,
and Thigh are 300, 1000, and 5000 K, respectively. For each
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Figure 1: The effect of discontinuous thermodynamic properties on the simu-
lation of a constant volume, zero-dimension reactor. Discontinuities cause the
solver to reduce the time step, removing the discontinuities results in a 10%
faster simulation time.

species and each temperature range, seven polynomial coeffi-
cients are specified, which are generally found by fitting the
model to measured data or theoretical results [19]. Heat ca-
pacity at constant pressure C◦p, enthalpy H◦, and entropy S ◦ are
modeled as functions of temperature T in Kelvin using the poly-
nomial coefficients an. Here a1, . . . , a5 capture the temperature
dependence, a6 relates to the enthalpy of formation at standard
conditions, and a7 relates to the entropy of formation at stan-
dard conditions.

C◦p
R

= a1 + a2T + a3T 2 + a4T 3 + a5T 4, (1)

H◦

RT
= a1 +
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T +
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3
T 2 +

a4

4
T 3 +

a5

5
T 4 +
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T
, (2)
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3
T 3 +

a5

4
T 4 + a7, (3)

where R is the universal gas constant. Other thermodynamic
properties needed in combustion simulations can be derived
from these quantities [20].

Without particular attention, it is easy to define the polyno-
mial coefficients such that the values of Eqs. (1-3) at T = Tmid

for the two temperature ranges will not be equal, resulting in a
discontinuity. From the TRF mechanism of Andrae et al. [15],
the specific heat of 1,3-pentadiene, CH2CHCHCHCH3 exhibits
this type, as shown in Fig. 2. Such discontinuities are common-
place in published models. A review of the thermodynamic files
for 14 of the mechanisms surveyed by Chen et al. [7] were an-
alyzed and 13 exhibited discontinuities at T = Tmid of at least
one thermodynamic property Cp/R, H/RT , or S/R of greater
than 0.1 in non-dimensional units for at least one species and
often for between tens and hundreds of species, a value of 0.1
is typically large enough to impact the solver.

2.2. Correcting Thermodynamic Discontinuities
The following algorithm is proposed to ensure thermody-

namic properties and their first derivatives with respect to tem-
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Figure 2: The non-dimensional heat capacity for 1,3-pentadiene, the largest
discontinuity found in the 137 species TRF surrogate mechanism [15].

perature are continuous; specifically, they are C0 and C1 contin-
uous, at T = Tmid. First, new lower branch coefficients a1 − a5
are found using a least squares regression to minimize the er-
ror between the heat capacity with the original coefficients and
with the new coefficients with the following constraints,

1. Heat capacity at T=298.15 K matches that found with the
original lower branch coefficients.

2. Heat capacity at T = Tmid matches that found with the
original higher branch coefficients.

3. The derivative of the heat capacity at T = Tmid matches
that found using the original higher branch coefficients.

Next a6 for the lower branch is chosen such that the enthalpy
at T=298.15 K matches that found using the original lower
branch coefficients. The high temperature branch value for a6
is then adjusted so that the enthalpy for both branches matches
at T = Tmid. The same procedure is then carried out for the
entropy parameter a7. The value for the lower temperature
branch is chosen such that the entropy at T=298.15 K matches
that found using the original lower branch coefficients, and the
higher branch value for a7 is set such that the entropy for both
branches matches at T = Tmid.

Constant volume, adiabatic ignition delay times were simu-
lated for a TRF mixture using the Andrae et al. mechanism [15]
before and after refitting of the thermochemistry parameters by
the above algorithm. The resulting data are plotted versus ini-
tial temperature in Fig. 3 for the original and refit thermochem-
istry. The absolute error induced by the refitting is also plotted
in Fig. 3, showing that for these simulations the change in ig-
nition delay time as a result of this process is less than 0.1%
across the sweep. Note that while we highlighted a particularly
noticeable discontinuity for a single species in this mechanism,
any function evaluation that results in a discontinuity in the time
derivative greater than the numerical integrator tolerances will
most likely increase the overall simulation cost.

The impact of thermodynamic discontinuities can grow sub-
stantially for reacting flow simulations (e.g. computational fluid
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Figure 3: Comparison of ignition delay time as a function of temperature for
original TRF surrogate and the updated mechanism with refit, continuous ther-
mochemistry data, as well as the absolute error in computed ignition delay be-
tween the two.

dynamics with operator splitting), every time the thermody-
namic state in a fluid dynamic cell or reacting zone crosses a
discontinuity (at T = Tmid for some species) the solver time
step can drop from 10−7 s to 10−13 s or smaller. The time penalty
can be even worse for simulations with reacting cells or zones
that are fully coupled by the species transport equations or even
through the equation of state. When coupled zones evolve along
different temperature histories, it increases the likelihood of
multiple discontinuity traversals occurring at different times,
each requiring separate reductions in the time-step. This behav-
ior is investigated with a slider-crank multi-zone model with the
zones fully-coupled through a common cylinder pressure [21].
The 1,400-species gasoline surrogate mechanism from [22] is
used with a charge equivalence ratio of 0.2, and compression
ratio of 17.5. Simulations are run to quantify the impact of the
original and refit thermochemistry as a function the number of
reacting zones representing the trapped charge in the cylinder.
Figure 4 shows the temperature as a function of crank angle
for each of the zones in a four-zone simulation. Note that each
zone passes through discontinuities at 1000 K at different times.
The wall clock time for these simulations is given in Fig. 5,
which shows that the simulations using the refit thermochem-
istry have a reduction in computation cost of up to four times
for the largest number of zones tested.

2.3. Thermodynamics of Isomers

Experimental thermochemical data exists for many stable
species and has been compiled in databases such as [23]; how-
ever, data for species with shorter lifetimes such as radicals are
difficult to obtain experimentally. For these species, we more
often rely on ab initio calculations [24, 25, 26] or estimates
such as group additivity with hydrogen bond increments. Here,
we show that plotting thermodynamic data for isomers together
can be an efficient way to visualize data for many species, and
can be an effective way to discover errors by looking for out-
liers. The tendency for isomers to have similar thermodynamic
behavior to each other can be understood by considering the
group additivity concept [27, 28]. In this method, thermody-
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Figure 4: Temperature traces for four zone slider crank simulation, illustrat-
ing that the zones traverse discontinuities at different times, each leading to an
increased computational cost for the simulation.

namic behavior is approximated by assuming that to zeroth or-
der thermodynamic properties are based on the atoms that make
up the molecule, to first order by the bond properties, and to
second order on group properties. Isomers all contain the same
atoms so to zeroth order are equivalent. There will be some dis-
crepancies for the first and second order assumptions, but many
primary bonds are the same, as well as, groups. Based on these
assumptions we can expect isomers to generally have similar
thermodynamic behavior. Thus, if we see significant deviations
in thermodynamic properties between isomers it is worth con-
firming that the parameters have been specified correctly.

To illustrate this method, we use thermodynamic data for
selected isomers of C8H17 (iso-octane with a hydrogen atom
removed) from [24] in which ab initio computational methods
were used to estimate the radicals’ heat capacity at constant
pressure and entropy as a function of temperature. The plots in
Fig. 6 show that the thermodynamic values are close for each
of the isomers.

Similarly, Fig. 7 shows a plot of heat capacity at constant
pressure for isomers of C6H12 from [23]. This plot shows that
even isomers with very different structures can have similar
thermodynamic behavior.

The thermodynamic diagnostic on the Combustion Tools
website (https://combustiontools.llnl.gov/) automatically plots
the heat capacity, enthalpy, and entropy as a function of temper-
ature for all isomers in the thermodynamic files with each other
so that the user can easily compare their behavior and deter-
mine if there are any outliers. To test this functionality, we used
the Combustion Tools website to plot the isomers for the ther-
modynamic data for a large methyl decanoate mechanism [29]
with 2878 species, this resulted in 201 sets of plots. Scanning
through the plots an isomer of C8H16O stood out as having
different behavior at higher temperatures than its isomers, see
Fig. 8. We recomputed the thermodynamic parameters for this
species using group additivity and the revised thermodynamic
parameters match the other isomers well. This example shows

Figure 5: Comparison of the user wait-time (or wall-clock time) for the mul-
tizone simulations using the original discontinuous (circles) and the refit ther-
modynamics (exes).
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Figure 6: Heat capacity at constant pressure (solid) and entropy (dashed) as a
function of temperature for C8H17 isomers calculated using ab initio computa-
tional methods [24].

how the tool can be used to quickly scan large mechanisms for
bad thermodynamic parameters.

3. Chemical Mechanism Checks

Over the course of testing and using various combustion
chemistry mechanisms we have identified a number of common
issues and have devised checks to flag and sometimes fix such
problems. The first set of analyses described in the next section
outlines several basic checks that are used to identify species
that may cause numerical issues or are erroneously specified in
the reaction network. The latter section focuses on analyzing
reaction rate coefficients and identifying if they are unphysical.
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Figure 7: Heat capacity at constant pressure for isomers of C6H12 from [23].
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Figure 8: Heat capacity at constant pressure for isomers of C8H16O from [29].
The thermodynamic parameters for the outlier isomer (blue dashed line) were
recomputed and the refit (orange dotted line) results in behavior similar to the
other isomers.

3.1. Basic Mechanism Checks

Basic checks are conducted on the species in the mecha-
nism file to determine how many and what types of reactions
in which each species participates. A basic network analysis is
conducted to see if there are species that are not included in any
reactions or participate in ways that are unphysical. The num-
ber of reactants and products for each reaction are tabulated,
this information can be useful to determine if there are for-
ward or reverse reactions that involve more than three reactants,
which are unlikely to collide in reality. Additionally, species
that fall under any of the following categories are flagged and
tabulated,

1. Adduct-Only Species is a species that is the only reac-
tant in all reaction steps in which it is involved. More
broadly, an adduct species is a single new species result-
ing from the direct combination of two separate initial

species. However, species flagged under this category
only participate in unimolecular reaction steps and do not
participate in bimolecular reaction steps. Such species
are more likely to exist for nonphysical short or long time
scales.

2. Lone Reaction Species is a species that only appears in a
single reversible reaction step.

3. Source Species is a species that only appears as a reactant
in irreversible reaction steps. Such a species may be de-
fined in the initial composition but will only decrease in
quantity as there is no path for production.

4. Sink Species is defined as a species that only appears as a
product in irreversible reaction steps. It will only increase
in quantity.

3.2. Reaction Rate Coefficient Analysis
Chemical kinetics of combustion systems are governed by

a wide range of time scales. For complex hydrocarbon fu-
els at typical flame conditions, unimolecular dissociation reac-
tions can have characteristic frequencies around 1014s−1, while
the global heat release controlling reactions are typically much
slower (106s−1). The disparity in time scales, quantified by the
ratio of the fastest to slowest time scales, is a measure of the
stiffness of the system and relates to how difficult the system
is to integrate. Thus, identifying and correcting faster-than-
physical rates can reduce the computational cost. Procedures
for identifying the system’s characteristic time scales are ex-
plained in this section. We first examine unimolecular reaction
rate coefficients, then compare binary reaction rate coefficients
to those calculated using collision theory. Finally, we use the
system Jacobian calculated by the implicit numerical integrator
to gain information about the chemical system’s time scales,
which covers higher order reactions not included in the analy-
sis of unimolecular and bimolecular reactions.

3.2.1. Unimolecular Reaction Rate Coefficients
A unimolecular reaction is a reaction in which a single re-

actant undergoes a chemical change resulting in one or more
products. For the purpose of checking unimolecular reaction
rate coefficients an algorithm is implemented to check those
reactions that depend solely on temperature and excludes re-
actions that explicitly involve another particle or are pressure
dependent. The rate coefficients are computed across a range
of user-specified temperatures spanning the combustion regime
of interest (default range is 300 K to 3000 K). The computed
rate coefficients are sorted from the fastest to slowest and those
above a user-specified threshold are reported allowing further
investigation. The default rate coefficient threshold value is
calculated based on conventional transition state theory. The
general conventional transition state theory equation to evalu-
ate rate coefficients is [30],

k‡(T ) = γ(T )
kBT

h

(
RT
p◦

)m−1

exp
(
∆S ‡,◦

R

)
exp

(
−∆H‡,◦

RT

)
, (4)

where, γ(T ) is the transmission coefficient, kB is the Boltzman
constant with units [J/K], h is Plank’s constant with units [Js],

5



p
◦

is standard pressure, typically 101,325 Pa, m is the molec-
ularity i.e., unimolecular = 1, bimolecular = 2, ∆S ‡ is the
change in entropy, S ‡ − S reactants in [J/mol K], and ∆H‡ is the
change in enthalpy, H‡−Hreactants in [J/mol]. For the unimolec-
ular rate coefficient, we can take a molecularity of one. Assum-
ing a transmission coefficient of unity and that the changes in
entropy and enthalpy are zero (i.e. the transition state is in-
distinguishable from the reactant) we arrive at a conservative
threshold for the rate coefficient,

k‡(T ) =
kBT

h
, (5)

which varies linearly from 6x1012s−1 at 300 K to 6x1013s−1 at
3000 K.

3.2.2. Binary Collision Rate Comparison
Bimolecular reactions involve two particles (molecules, rad-

icals, ions) that come into contact and both undergo a chemical
change [6]. For these reactions to occur, the molecules must
first collide. Thus, the collision rate between two species is ex-
pected be greater than the rate at which those two molecules
are consumed in a reaction. Comparing calculated bimolec-
ular reaction rate coefficients to estimated collision rate coef-
ficients for pairs of species helps indicate reactions with un-
physically large rate coefficients. Chen et al. [7] performed a
similar check by computing the maximum ratios of rate coef-
ficients with respect to the collision limit for a number of tem-
peratures. In that work, they used kinetic theory along with
molecular specific properties from transport databases provided
with mechanisms to estimate the bimolecular collision rates.
When transport databases were not provided with the mecha-
nisms they used a constant collision rate coefficient of 2.9 ×
1015 cm3

mol s which corresponds to the collision rate coefficient for
H and n-dodecane at 2500 K. In this work we also use kinetic
theory to estimate the bimolecular collision rate coefficient for
each combination but utilize methods of determining the molec-
ular specific properties that do not require the user to supply a
transport database as outlined in the following section. The bi-
nary collision rate is only used as an approximate upper limit
on the rate coefficients. The difference between user supplied
or estimated transport properties is not expected to be signifi-
cant in flagging reaction rate constants for further inspection.
The use of user specified transport properties may be added in
the future.

The binary collision rate depends on the number of molecules,
their speed, and size. If the molecules interact with each other
like billiard balls, or hard spheres, it is straightforward to com-
pute the binary collision rate from kinetic theory. Specifically,
the collision rate ZAB = zABnAnB between molecules A and B
is proportional to the number of A and B molecules per unit
volume, nA and nB respectively. The binary collision rate coef-
ficient zAB is calculated from [31] as

zAB =
d2

AB

κAB

(
8πkBT
M∗AB

) 1
2

, (6)

where kB is the Boltzmann constant and T is the temperature.

M∗AB is the reduced mass of the colliding molecules and is de-
fined as,

M∗AB =
MAMB

MA + MB
, (7)

where Mn is the molecular weight of species n. κAB is a symme-
try factor that is 1 when A , B and 2 when A = B. dAB is the av-
erage hard sphere diameter of the two molecules A and B. Real
molecules do not, however, interact as hard spheres. The ef-
fective size, or collision cross-section, varies depending on the
quantity being transported by the molecules (i.e., mass, momen-
tum, or energy). Further, the cross-section typically changes
with the relative speed of the colliding molecules, which in-
creases, in an average sense, with the equilibrium temperature
of the fluid. Following the variable hard sphere approximation
of [32], the collision cross-section variation is proportional to
T 1/2−ω, where omega is the power-law temperature exponent of
the viscosity for the gas mixture. For most gases 1/2 < ω < 1
meaning that the largest factor by which the cross-section could
change from 300 K to 3000 K is only three if ω = 1. Since the
collision rate coefficient only needs to be approximate for er-
ror detection, the temperature dependence of the cross-section
is ignored, and the hard sphere binary collision rate coefficient
given in (6) is used with the following ansatz. The hard sphere
diameter of each molecule is computed at a reference tempera-
ture of Tre f = 1000 K from [32],

dn =

 5
16µre f

(
MnkBTre f

πNA

) 1
2


1
2

, (8)

where µre f is the reference dynamic viscosity in [Pa s] at the
reference temperature, and NA is Avogadro’s number. µre f is es-
timated for each species based on the first order approximation
from Chapman-Enskog theory [33] assuming a Lennard-Jones
(LJ) 12-6 potential between molecules,

µre f =
5
16

(πMnkBT )
1
2

πσ2Ω(2,2) , (9)

Hereσ is the finite, zero potential distance between the molecules,
ε is the potential well depth between the molecules, and Ω(2,2)

is the dimensionless collision integral for viscosity evaluated at
Tre f /ε The collision integral Ω(2,2) is found by interpolating the
theoretical results from [34] in Table E.2 of [33]. While Eq.
9 was derived for monatomic gases it has been found to work
well for polyatomic gases [33].

Combining equations (6 - 9), the binary collision rate coef-
ficient estimate becomes

zAB =
σAB

κAB

(
8πkBT
M∗AB

) 1
2

Ω(2,2)
(

Tre f

εAB

)
. (10)

The resulting equation is almost the same as equation (1) in
Chen et al. [7] except that the nondimensional collision integral
Ω(1,1) for mass transport is used there instead of Ω(2,2), which
is related to momentum transport. The other key difference is
that the temperature dependence of the collision integral term
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is replaced by a single evaluation at Tre f in this study. The mo-
tivation of using a single collision integral temperature, and as-
suming an effective hard sphere collision cross-section at Tre f ,
is to simplify the temperature dependence in (10). This allows
for the rapid evaluation of the binary collision rate coefficient,
which can be used as a real-time limiter during the integration
of complex chemistry systems. To complete the collision rate
coefficient estimate, the Lennard-Jones parameters are needed
for each species. They are obtained using an internal database
for common small species (e.g., H2, N2, O2, and H2O) based on
published data [35], and a simple molecular weight correlation
proposed by Wang and Frenklach [36]. The website reports the
following calculated values for each species in the mechanism
file: LJ parameters σ and ε, viscosity at Tre f , µre f and the esti-
mated hard sphere diameter. A comparison is made by taking
the ratio of the reaction rate coefficient (converted from units of
[ m3

kmol s ] to [ m3

particles s ] ) to the estimated collision rate coefficient.
A report is then generated of estimated collisional rate coeffi-
cient for each reaction over the specified temperature range. A
default pressure of 6 MPa is used to calculate the reaction rate
coefficients, which only impacts pressure-dependent rate coef-
ficient expressions. The binary collision rate coefficients for all
the binary reactions are sorted from highest to lowest and listed
for all the temperatures tested. Given the approximate nature of
the collision rate coefficient determination, those ratios greater
than one should be viewed as suspect, and the reaction rate co-
efficients should be investigated.

3.2.3. Jacobian Based Analysis
The previous two sections present methods to check the

reaction rate coefficients of unimolecular and bimolecular re-
actions, covering the majority of reactions in typical combus-
tion mechanisms. However, mechanisms also generally contain
higher order and pressure dependent reactions that are not cov-
ered by those methods. In this section, we make use of time-
scale information taken from the Jacobian of the governing dif-
ferential equations describing the evolution of the thermody-
namic state and composition of a simple, homogenous reac-
tor. Not only do very fast Jacobian timescales indicate non-
physical reactions, they also provide insight into potential chal-
lenges faced by the numerical integrator that can unnecessarily
increase the computational cost of simulating the combustion
system.

The Jacobian is used during implicit integration of the gov-
erning differential equations and contains the gradients of the
system’s time derivatives in thermodynamic and composition
space. It contains local information about the system’s time
scales at any moment in time. As the Jacobian is calculated
during integration of a chemical system, the associated time
scale information is available at no extra computational cost.
To take advantage, we monitor the terms that contribute to each
element of the Jacobian matrix during a constant volume ho-
mogenous 0-D reactor model like those described in Section 2
and described in more detail in [3, 22]. The homogenous 0-
D reactor is commonly used to model ignition behavior and is
a prevalent sub-model in multi-dimensional combustion simu-
lations [37, 38, 3]. In the adiabatic homogenous 0-D reactor

model, the chemical mechanism defines the differential equa-
tions governing the rate of change of species concentrations,
and the system’s state is fully specified by two thermodynamic
properties and the species concentrations. In this work, we use
temperature T , relative volume v, and species mass fractions yi

for 1 ≤ i ≤ Ns, where Ns is the number of species, and rel-
ative volume is held constant. Thus, the ordinary differential
equations describing the change in species mass fractions and
temperature with time (see [39]) are,

dyi

dt
= vMiω̇i, and (11)

dT
dt

= −
1
c̄v

Ns∑
i=1

ui
dyi

dt
, (12)

where Mi is the molecular mass of species i, and ω̇i is the net
molar production rate of species i. In Eq. (12), c̄v is the mixture-
averaged, constant volume specific heat per unit mass and ui is
the specific energy of species i per unit mass. The mixture is
assumed to be an ideal gas with the temperature dependence of
cv,i accounted for using Eq. (1) and the relationship cv = cp−R.
The energy, ui, is calculated by integrating the polynomial fit
for cv,i with the appropriate offset for heat of formation.

The net molar production rate ω̇i is computed as

ω̇i =

Nr∑
j=1

(
ν′′i, j − ν

′
i, j

)
ψ j, (13)

where Nr is the number of uni-directional reaction steps, ψ j are
the reaction rates of progress, and ν′′i, j and ν′i, j, are the product
and reactant stoichiometric coefficients for reaction step j, re-
spectively. The reaction rate ψ j of a uni-directional reaction
step is defined in terms of the species molar concentration as,

ψ j = k j

Ns∏
i=1

C
ν
′

i, j

i , (14)

where the molar concentration of species i is Ci = yi/vMi and
the rate coefficient k j in Eq. (14) can be a function of tem-
perature, pressure and individual species concentrations in the
case of enhanced third-body reactions. However, most reac-
tions found in detailed fuel mechanisms use a rate coefficient
with a modified Arrhenius form that is only dependent on tem-
perature. The reaction order of each reaction step j is the sum of
the exponents ν

′

i, j in Eq. (14) and is not necessarily equal to the
molecularity of the reaction as lumping of elementary reactions
can cause a difference between the two.

Having laid out the definition of the homogenous 0-D re-
actor model, we return to how we use the system’s Jacobian
to analyze reaction rates during integration. The Jacobian ma-
trix, J, for a general N-dimensional ODE system, dxi/dt =

fi(x1, . . . , xN , t) for 1 ≤ i ≤ N, is defined as Ji j = ∂ fi/∂x j.
Thus, the Jacobian matrix for the homogenous 0-D reactor sys-
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tem Eqs. (11-12) ordered (y1, . . . , yN ,T ) is,

Ji j =



Mi
M j

∂ω̇i
∂C j

for 1 ≤ i, j ≤ Ns

1
vM j

∂ fT
∂C j

for i = Ns + 1, 1 ≤ j ≤ Ns

vMi
∂ω̇i
∂T for 1 ≤ i ≤ Ns, j = Ns + 1

∂ fT
∂T for i = j = Ns + 1

(15)

where the function fT is the temperature time derivative defined
in Eq. (12).

The chemical system’s time scales at each time step dur-
ing integration are defined by the Jacobian’s eigenvalues. How-
ever, it is computational expensive to compute the eigenvalues
every time step, so we make use of the Gerschgorin circle the-
orem to obtain estimates of the eigenvalues and therefore of
the system time scales. The Gerschgorin circle theorem states
that every eigenvalue of an mxm matrix A lies within a circular
disc in the complex plane, where each disc is centered about
one of the diagonal entries aii of the matrix A and the radius
of each disc is equal to the sum of the absolute value of the
elements of the corresponding row excluding the diagonal el-
ement Ri = Σ j,i|ai j| [40]. A large diagonal term aii indicates
that the center of one of the Gerschgorin discs has a large value
and the matrix may have a large eigenvalue. Similarly, a large
off-diagonal term (ai j where j , i) indicates the radius of a Ger-
schgorin disc is large and the corresponding eigenvalue may be
large. This can be used to identify reactions involved in fast
eigenmodes of the chemical system by examining all terms that
make up the Jacobian’s elements and flagging any large val-
ues. These large individual terms indicate a reaction may be
producing a large eigenvalue and therefore a fast mode of the
system. It is important to stress that this analysis of each term in
each element of the Jacobian can produce false positives in the
case where two large reaction terms cancel each other. Conse-
quently, this method does not prove that there is an unphysically
fast eigenmode, but indicates that there may be one and, in our
experience, it has been helpful for identifying if a bad reaction
is responsible for it.

To see how the elements of the Jacobian contain informa-
tion about the time scales of the system we can look at the first
term in Eq. (15), Mi

M j

∂ω̇i
∂C j

. The net molar production rate ω̇ has

units kmol
m3 s and the species concentration C has units kmol

m3 , thus
the units of Mi

M j

∂ω̇i
∂C j

are 1/s. The units of temperature similarly
cancel to yield the term Ji j when i = j = Ns + 1. To eliminate
the concentration and temperature units in the remaining terms,
a reference temperature of 1000 K and a reference concentra-
tion equal to p0/RT0 are used to normalize the values. Here p0
and T0 are the user-specified initial temperature and pressure of
the homogenous reactor. This step ensures that all terms in the
Jacobian have the same units and approximate scale. If instead
the local state is used rather than constant values for temper-
ature and concentration there will be added variation to these
terms making comparison from a given time to another more
difficult.

To explore the type of information this analysis yields, we
examine a detailed mechanism for n-heptane with 654 species

and 2,827 reactions [41] during an ignition calculation of a stoi-
chiometric mixture initiated at a temperature of 800 K and pres-
sure of 20 bar. A plot of the temperature and pressure history
are shown in Fig.9 (a). We use the peaks in the derivative of
the temperature with respect to time to determine the timing of
low- and high-temperature ignition as 0.686 ms and 1.143 ms,
respectively. Plots in Figs.9 (b)-(d) show the distribution of Ja-
cobian summands at the time of low temperature ignition, hot
ignition, and after hot ignition as indicated in Fig.9 (a). Each
bar represents the total sum of terms per decade of the mag-
nitude of the Jacobian’s elements in Eq. (15), categorized by
reaction type, as well as, the temperature derivative terms.

We check the mechanism’s time scales by comparing the
magnitude s−1 of the different terms. Second order steps de-
pend on the collision rate coefficient of their specific reactants
as discussed in Section 3.2.2. They are observed to have a lower
rate s−1 than the fastest first order reactions Fig 9 (b)-(d). This
is expected as the first-order or unimolecular reactions are not
limited by the concentration of a collision partner. Third or-
der or higher reaction steps involve three or more reactants are
observed to have the lowest rates s−1, due to their use approxi-
mating a chain of multiple collisions. In this mechanism, there
are relatively few third order reactions and most of them have a
rate less than 1s−1, so do not appear on this plot. Pressure de-
pendent reaction steps such as three-body and falloff reactions
have similar rates s−1 as second order steps. Finally, the sum-
mands for the temperature derivative terms also have relatively
low rates s−1. While a large term is not necessarily a problem,
each excessively large element of the Jacobian Eq. (15) may be
the result of a reaction step with a characteristic timescale that
is faster than is practical or even physically possible, so their
appearance could indicate an issue.

Figures 9 (a)-(d) show that the terms that make up the Jaco-
bian for the n-heptane mechanism [41] are ordered as expected.
To demonstrate some of the issues this analysis can uncover,
we now analyze a large bio diesel mechanism [5] with 3,299
species and 10,805 reactions. We again carry out an ignition de-
lay calculation with an initial temperature and pressure of 800
K and 20 bar, respectively. The temperature and pressure his-
tory during the ignition delay calculation are shown in Fig.10
(a). Low temperature ignition was found to occur at 0.534 ms
and high temperature ignition at 0.954 ms. Similar to Fig. 9,
the plots in Figs 10 (b)-(d) show the distribution of Jacobian
summands at the time of low temperature ignition, hot ignition
and after hot ignition.

Comparing the plots in Fig. 9 and Fig. 10 we can see that
the biodiesel mechanism has a number of Jacobian summands
above 1014s−1 whereas the n-heptane did not. Of most con-
cern are the third order or greater reactions since these are ex-
pected to occur at low rates, but there is a reaction with a rate
s−1 greater than 1020s−1 and a few reactions in the post ignition
stage (Fig. 10 (d)) greater than 107s−1. Additionally, after igni-
tion there are a number of second order reactions that have rates
s−1 of 1012s−1, above that of most of the first order reactions. By
examining the Jacobian terms in more detail, we can identify
the offending reactions and correct the rates and species ther-
mochemistry as necessary. Often anomalously large frequen-
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(a) (b)

(c) (d)

Figure 9: Jacobian analysis of detailed n-heptane mechanism [41].Temperature and pressure history during an ignition delay calculation with a stoichiometric
mixture of n-heptane and air initiated at 800K and 20 bar in (a). The number of Jacobian summands are binned by magnitude at low temperature ignition (t=0.686
ms) in (b), during hot ignition (t=1.143 ms) in (c) and after ignition (t=1.152 ms) in (d).
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(a) (b)

(c) (d)

Figure 10: Jacobian analysis of detailed biodiesel mechanism [5].Temperature and pressure history during an ignition delay calculation with a stoichiometric mixture
of methyl decanoate and air initiated at 800K and 20 bar in (a). The number of Jacobian summands are binned by rate s−1 at low temperature ignition (t=0.534 ms)
in (b), during hot ignition (t=0.954 ms) in (c) and after ignition (t=0.986 ms) in (d).
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cies for third-order (and higher) reactions are caused by reverse
reaction rates being calculated from the equilibrium constant
using the thermodynamic definitions specified with the mecha-
nism. As a consequence, it is recommended that the thermody-
namics of the reactants and products be inspected by the tech-
niques in Section 2 with particular focus on the enthalpy and
entropy values at 298.15 K.

4. Conclusions

The chemical mechanisms that describe combustion have
become increasingly large as our physical understanding of the
elementary reaction steps have improved and as computer re-
sources have grown. As the size of these mechanisms grow it
becomes increasingly difficult to proof them by hand and auto-
mated checks are needed to ensure they do not contain errors.
This paper attempts to address this need by describing a num-
ber of basic checks for the thermodynamic files and mechanism
files. It is shown that discontinuities in thermodynamic data
can result in longer time to solution as solvers take smaller time
steps to traverse them. A method to remove these discontinu-
ities is demonstrated and shown to give near identical results as
the original thermodynamic data, but with a lower computation
cost. A number of checks for chemical mechanisms are also
presented,

1. Basic Checks can be performed in which the number of
reactants in each reaction are tabulated, and species are
flagged that may have odd behavior in the context of the
mechanism as it is formulated.

2. Unimolecular Reaction Rate coefficients are compared
versus a threshold determined using transition state the-
ory.

3. Binary Reaction Rate coefficients that exceed the binary
collision limit are flagged.

4. Jacobian Analysis is used to check the time scales of
higher order steps not covered by the other checks.

These checks have been implemented in a web-based applica-
tion https://combustiontools.llnl.gov that allows users
to quickly and easily check their mechanisms. We hope that this
work will accelerate the process of detailed mechanism devel-
opment, reduce time to solution when these mechanisms are
integrated and weed out typos and non-physical errors that are
otherwise difficult to identify due to the sheer size of detailed
mechanisms.
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